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3 Requirements for Game Al

A Coherence
G the Al feels like a living, thinking creature

A Transparency
COKS 1'LQa 0SKIFE@A2NI Aa SEL

A Workability
< we can author, modify and fix them, with confidence



Player Transparency

A Player can explain Al behavior
a1 S R2@OS 2dzi 2F GUKS gld 6SOI
A Player can predict certain Al behavior

GLFT L OUKNRg GKS INBYIl RSZPEL o

A Player forms an ongoing narrative in his/her head

L UKNBg soKeSlova diboftheRv&yraritien
cursed at me, and threw a grenade bdmk;,| shot it in the air
and hurt himsohe went nuts and charged meé

A The Al needs to facilitate / encourage that narrative



Designer Transparency

A Designer can explain Al behavior
a1 S R2OS 2dzi 2 ¥Fdangkrdivéseha¥ior és SoiMe €za S

A Designer can predict certain Al behavior
G2 KSYy L GKNR¢g (KAA 3INBYIFIRSST (0KS
waye

A Designer knows how to achiediferentbehavior
Gl YY X KS NBFOUSR (2 GKFG 3INBYI
his projectileacknowledgement delay from 0.5 to 0.7 secabéds

A Design knows how to diagnose andiSbehavior
a2h!l X gKé G(GKS KSff RAR KS R2



Defining Characteristic of
Game Al

The Role of the Author

(i.e. the game designer)

A The Input
A The Algorithm
A The Designer <«

Our primary
User

Active areas of research: Intelligent designer tools
& Procedurally generated content (PCG)
~ Smart content validation



Agenda

A Intro to Game Al

ACKS 22NI RQa BwBigiSad 5
Technology

A FSMs

A WhyFSMs Suck

A Behavior Treeg0 ¢ v2+

A WhyBehavior Trees Suck
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The Greatest Decision - Making
Technology in the World

If Xthen Y else Z X 10,00,
A Transparent

A Debuggable

A Easily authored

Only problem:
. Maintainingcoherencetransparencyandworkabilitywith




Finite State Machines

A Easi to understand I "iii I‘ilmi



Inside a State

A Where | go

A How | get there

A What | look/aim/shoot at
A Special Animations

A etc.

A Outward transitions: what
should | do next?




Why FSMs Suck



Why FSMs Suck



Why FSMs Suck
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Why FSMs Suck

This iIs where
the code lives

K




HFSMS

Still N 2, but at least N is smaller
(Also, god forbid you decide to restructure this)




The Scalabllity Problem

Every time | want to add a new
state, | have to think

G Where can this state come
from?

G Where can this state go to?
G What am | breaking?

< And btw, what does this state
actually do?

- And then | have to maintain all




The Scalabllity Problem

a 5ARw henever the player
3S Of 2aSNJ

G Duplicate this logic in each
transition?

G What about when that logic
changes?

. Every state needs to know a
little about A







Warning

ub»

Ad. SKIF GA2N) ¢NBSaé¢ | NS
A Terminology is far from standard

A Featureset is far from standard

A This is going to be idiosyncratic

A Also, remembeBehavior Trees are Stupid

think of them as a convenient way to organize your
0 K2dza | ViRASEBFSOAFII 6SYSY
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Children Compete!

& Child returns a floatirgoint desireto-run
. Parent chooses highedesire child




Inside a Behavior

ﬂHow much do | desire to run? \

A Where | should stand

A How | get there

A What | look/aim/shoot at
A Special Animations

A etc.

QChildren /

We just killed N <!




Or Did We?
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Or Did We?

Charge:

If (target closer than 3)

desire=5.2

If (target facing me) }
desire +=1

Flee:

If (target closer than 4)

desire= 3.3

If (target is player)

- desire += 2 I .




Or Did We?

Charge:
If (target shield down)
return 1eb
If (target closer tha
desire= 5.5
If (target facing me)
desire += Fle

n 3)

e:

If (target has rocket
return 1e6

If (target closer than 4)
desire= 3.3

If (target is player)
desire += 2

=

launcher)




Or Did We?

Floatingpoint desireto-run
Implies some normalized scale
2T ARSAANBE | ONR A f f

A In practice, nearly imposs‘,ibk

Note, if this were
reinforcement learning

A 5 & = | this would be
A{2 B6SQONB N&BI o

 for any scale > trivial (total future discounted
reward)




