
INTRO TO BEHAVIOR TREES 
Damián Isla, 
Moonshot Games 





,ÅÔƦÓ 3ÉÔÕÁÔÅ /ÕÒÓÅÌÖÅÓ 

A- Life  

Å Illusion of Life  

Å Intelligent  

    performance  

Å Flocking  



3 Requirements for Game AI  

ÁCoherence 

Ğthe AI feels like a living, thinking creature 
 

ÁTransparency 

ĞǘƘŜ !LΩǎ ōŜƘŀǾƛƻǊ ƛǎ ŜȄǇƭŀƛƴŀōƭŜ 
 

ÁWorkability 

Ğwe can author, modify and fix them, with confidence 
and intentionality 



Player Transparency  

ÁPlayer can explain AI behavior 
ĞάIŜ ŘƻǾŜ ƻǳǘ ƻŦ ǘƘŜ ǿŀȅ ōŜŎŀǳǎŜ L ǘƘǊŜǿ ǘƘŜ ƎǊŜƴŀŘŜΦέ 

 

ÁPlayer can predict certain AI behavior 
ĞάLŦ L ǘƘǊƻǿ ǘƘŜ ƎǊŜƴŀŘŜΣ L ōŜǘ ǘƘŜ !L ǿƛƭƭ ŘƛǾŜ ƻǳǘ ƻŦ ǘƘŜ ǿŀȅΦέ 

 

ÁPlayer forms an ongoing narrative in his/her head 
ĞάL ǘƘǊŜǿ ǘƘŜ ƎǊŜƴŀŘŜΣ so he dove out of the way, and then 

cursed at me, and threw a grenade back, but I shot it in the air 
and hurt him, so he went nuts and charged me Χέ 
 

ÁThe AI needs to facilitate / encourage that narrative 



Designer Transparency  

Á Designer can explain AI behavior 
ĞάIŜ ŘƻǾŜ ƻǳǘ ƻŦ ǘƘŜ ǿŀȅ ōŜŎŀǳǎŜ Ƙƛǎ danger_dive behavior is activeΦέ 

 

Á Designer can predict certain AI behavior 
Ğά²ƘŜƴ L ǘƘǊƻǿ ǘƘƛǎ ƎǊŜƴŀŘŜΣ ǘƘŜǊŜΩǎ ŀ тр҈ ŎƘŀƴŎŜ ƘŜΩƭƭ ŘƛǾŜ ƻǳǘ ƻŦ ǘƘŜ 

wayέ 
 

Á Designer knows how to achieve different behavior 
ĞάIƳƳ Χ ƘŜ ǊŜŀŎǘŜŘ ǘƻ ǘƘŀǘ ƎǊŜƴŀŘŜ ǘƻƻ ǉǳƛŎƪƭȅ Χ L ǘƘƛƴƪ LΩƭƭ ƛƴŎǊŜŀǎŜ 

his projectile-acknowledgement delay from 0.5 to 0.7 secondsΦέ 
 

Á Design knows how to diagnose and fix MISbehavior 
Ğά²h!I Χ ǿƘȅ ǘƘŜ ƘŜƭƭ ŘƛŘ ƘŜ Řƻ ¢I!¢ΚΗέ 



Defining Characteristic of 
Game AI 

The Role of the Author 
(i.e. the game designer) 

 

Á The Input 

Á The Algorithm 

Á The Designer 

 

Active areas of research: Intelligent designer tools 
Ğ Procedurally generated content (PCG) 
Ğ Smart content validation 
Ğ Design validation 

Our primary  

User  



Agenda 
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Á¢ƘŜ ²ƻǊƭŘΩǎ DǊŜŀǘŜǎǘ 5ŜŎƛǎƛƻƴ-Making 
Technology 

ÁFSMs 

ÁWhy FSMs Suck 

ÁBehavior Trees v0 ς v2+ 

ÁWhy Behavior Trees Suck 
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Perception  

KR 

? 

Looking  

Aiming  Animation  

Dialogue  

Sense  

Plan  

Act  

? 



The Greatest Decision - Making 
Technology in the World  

If X then Y else Z  
 

ÁTransparent 
ÁDebuggable 
ÁEasily authored 
 
Only problem: 
ĞMaintaining coherence, transparency and workability with 

10,000 rules is hard. 



Finite State Machines  

ÁEasy to understand 
ÁEasy to implement 
ÁEasy to debug 

ÁVERY flexible 



Inside a State  

Å Where I go  
Å How I get there  
Å What I look/aim/shoot at  
Å Special Animations  
Å etc.  
 
Å Outward transitions: what 
should I do next?  

 



Why FSMs Suck 



Why FSMs Suck 



Why FSMs Suck 



Why FSMs Suck 

This is where  

the code lives  

So code complexity grows ~ N 2 



HFSMs 

Still N 2, but at least N is smaller  

(Also, god forbid you decide to restructure this)  



The Scalability Problem  

Every time I want to add a new 
state, I have to think 

 
ĞWhere can this state come 

from? 

ĞWhere can this state go to? 

ĞWhat am I breaking? 

ĞAnd btw, what does this state 
actually do? 

ĞAnd then I have to maintain all 
of this 

A 



The Scalability Problem  

ά5ƻ A whenever the player 
ƎŜǘǎ ŎƭƻǎŜǊ ǘƘŀƴ о ƳŜǘŜǊǎΦέ 

 

ĞDuplicate this logic in each 
transition? 

ĞWhat about when that logic 
changes? 

ĞEvery state needs to know a 
little about A 

A 



BEHAVIOR TREES V0  



Warning 

Áά.ŜƘŀǾƛƻǊ  ¢ǊŜŜǎέ ŀǊŜ ŀ ƭƻƻǎŜ ŎƻƴŎŜǇǘ 

ÁTerminology is far from standard 

ÁFeature-set is far from standard 

ÁThis is going to be idiosyncratic 

 

ÁAlso, remember: Behavior Trees are Stupid 

Ğthink of them as a convenient way to organize your 
ǘƘƻǳǎŀƴŘǎ ƻŦ άƛŦ-then-ŜƭǎŜέ ǎǘŀǘŜƳŜƴǘǎΦ 



BTs Circa 1998  

Children Compete! 
ĞChild returns a floating-point desire-to-run 

ĞParent chooses highest-desire child 

Ğ+ bonus for currently running child Word of the day:  

Hysteresis  



Inside a Behavior  

Å How much do I desire to run?  
 
Å Where I should stand  
Å How I get there  
Å What I look/aim/shoot at  
Å Special Animations  
Å etc.  
 
Å Children  

We just killed N 2!  



Or Did We?  

 



Or Did We?  

 



Or Did We?  

Charge:  

 if (target closer than 3)  

  desire= 5.2  

 if (target facing me)  

  desire += 1  

Flee:  

 if (target closer than 4)  

  desire= 3.3  

 if (target is player)  

  desire += 2  



Or Did We?  

Charge:  

 if (target shield down)  

  return 1e5  

 if (target closer than 3)  

  desire= 5.5  

 if (target facing me)  

  desire += 1  Flee:  

 if (target has rocket  launcher)  

  return 1e6  

 if (target closer than 4)  

  desire= 3.3  

 if (target is player)  

  desire += 2  



Or Did We?  

Floating-point desire-to-run 
implies some normalized scale 
ƻŦ άŘŜǎƛǊŜέ ŀŎǊƻǎǎ ŀƭƭ ōŜƘŀǾƛƻǊǎ 

 

ÁIn practice, nearly impossible 

 

Á{ƻ ǿŜΩǊŜ ǊŜŀƭƭȅ ōŀŎƪ ǘƻ b2 

Ğfor any scale > trivial 

Note, if this were 

reinforcement learning 

this  would be  

V*(s)  

(total future discounted 

reward)  


